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Abstract. Visual emotion recognition is one of the active topics nowadays. Recognizing emotions from a sequence of moving images still shows 
some difficulty in correctly detecting the exact features due to facial movement in the first place. Especially the movement of the mouth when 
pronouncing the sentence while producing emotions, which mainly affects the appearance of facial features. Thus, in this work, we focus on emotion 
recognition from facial expressions expressing speech. The deep neural network used in this work is VGG16 which is considered to be an effective 
neural network for detection and classification tasks, and can mainly be adaptable with transfer learning, technique. The presented method is 
conducted on the Video-speech category where we work on the detection of six classes of emotions which are: neutral, calm, happy, sad, angry and 
fearful, where the precision obtained is 78.12%.  
 
Streszczenie. Wizualne rozpoznawanie emocji jest obecnie jednym z aktywnych tematów. Rozpoznawanie emocji na podstawie sekwencji 
ruchomych obrazów nadal wiąże się z pewnymi trudnościami w prawidłowym wykryciu dokładnych cech, przede wszystkim na podstawie ruchu 
twarzy. Zwłaszcza ruch ust podczas wymawiania zdania podczas wywoływania emocji, który wpływa głównie na wygląd rysów twarzy. Dlatego w tej 
pracy skupiamy się na rozpoznawaniu emocji na podstawie mimiki wyrażającej mowę. Głęboka sieć neuronowa wykorzystana w tej pracy to VGG16, 
która jest uważana za skuteczną sieć neuronową do zadań wykrywania i klasyfikacji i może być dostosowywana głównie do techniki transferu 
uczenia się. Prezentowana metoda opiera się na kategorii Wideo-mowa, gdzie pracujemy nad detekcją sześciu klas emocji, którymi są: neutralna, 
spokojna, szczęśliwa, smutna, zła i pełna strachu, gdzie uzyskana precyzja wynosi 78,12%. (Rozpoznawanie emocji wizualnych w oparciu o 
technikę uczenia transferowego z wykorzystaniem VGG16) 
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Introduction 

Human ability of recognizing emotions has been inves- 
tigated from different point of views [5]. Especially with the 
development of existence technology, many views are 
presented in the field of human-machine intelligence, trying 
to develop intelligent techniques to automatically imitate this 
ability. The emotion recognition task is divided into two main 
subtasks based on where the emotion can be more 
detected and recognizable. Mainly auditory expressions and 
facial expressions.  

In this article, we are interested in visual emotion recog-
nition, which is based on the appearance of visual facial 
features while producing emotions. The detection of these 
characteristics is carried out either from a fixed frame 
(image) [10] or from sequential images (video) [12]. The 
production of different emotions always appears by 
combining different modality with the visual appearance, 
such as making a sound when laughing or simply speaking. 
All appearance forms can be a complementary form that 
complements the interested modality and gives meaning to 
the extracted features [4]. Which inspired on working on the 
recognition of emotions from the facial expressions of a 
spoken person. This category of visual speech type data is 
provided by the RAVDESS database [6]. 

Deep learning algorithms [1] are designed to mimic 
human capabilities and have the ability to learn from large 
amounts of data. This shows remarkable success for visual 
emotion recognition tasks [2], especially since most deep 
neural network architectures are built based on two-
dimensional convolutional neural network layers, mainly 
dedicated to visual tasks. Adopting one of the most efficient 
neural network architectures is very delicate work, 
especially when it comes to adapting an existence 
architecture to new data with new classes to learn. This 
technique is called transfer learning. Essentially takes 
advantage of the knowledge of a successful neural network 
and adds new knowledge. Which works perfectly saving 
time by learning the basics already learned. 

This work includes several subtasks, the first task is 
data preparation where we try to extract frames from the 

original video data. This way the training process will go 
faster and all the data will be processed without losing any 
information. By providing a high number of frames, there is 
no need to increase the data, so all relays will be on the 
choice of the neural network. The second task concerns the 
implementation of the choice neural network where we 
adapt the VGG16 [11] architecture considered as one of the 
deep neural network models. 
 
VGG16 model 

VGG16 stands for Visual Geometry Group [7], is one of 
the best deep neural network architectures for computer 
vision tasks. Mainly known as a type of convolutional neural 
network [3] because it is based on sixteen conv2D layers. It 
is characterized by very small convolutional kernels (3x3). 
Its ability to classify a thousand images among a thousand 
categories proves that this architecture is gentle for learning 
different classes other than objects as in our case different 
classes of emotions. Which is perfect for adopting the 
transfer learning method to readapt the neural network to 
the database. Each block of convolutional layers ends with 
a max-pooling layer, arranged consistently throughout the 
architecture.  

The total number of convolutional layers in VGG16 is 
thirteen, with five maxpooling layers and three dense layers. 
The input image is been resized to (90,90) with 3 RGB 
channel. The total number of layers is twenty-one but only 
sixteen layers have learnable parameters, as shown in 
figure 1. The first block consists of two conv2Ds with a 
kernel of size 64. The second block consists of two 
conv2Ds with a kernel of size 128. The third block consists 
of three conv2Ds with a kernel of size 256. The fourth and 
fifth blocks are made up of three conv2Ds with a kernel of 
size 512. The fully connected layer consists of three dense 
layers with 4096 channels each. Between each one of them 
we replace a dropout layer to decrease the complexity of 
the neural network and minimise the overfitting problem. 
The final layer is the softmax layer for the classification 
result. 
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Fig.1. VGG16 architecture 
 
Transfer Learning 
 Transfer learning [9] is a very popular technique used to 
adapt a pre-trained model on new data to solve a new 
problem. By taking advantage of the problem already 
learned and avoided, to continue improving the neural 
network’s ability to solve a different problem. So, basically, 
the knowledge of the same expressions of emotions could 
be improved in terms of precision level and better avoid 
training problems. Technically, the weight of the previously 
trained information will be transformed and adapted to the 
new weight of the new data. 
 Despite the original application of VGG16, changing ap-
plication type means changing domains, which means 
either having different feature spaces or different marginal 
distributions. Where the domain can be expressed 
mathematically as: 
 

(1)          D = {X, P (X)}                             
 

where it is based on two components: 
X represent feature space. 
P (X) represent a marginal probability distribution. 
For each specific domain D, a task can be expressed as : 
 
(2)         T = {Y, f ()}                                
 

Which is based on two elements, where Y refers to label 
space, and f () a predictive function. The predictive function 
f() can be learned from the training data (xi , yi  ) � 1, 2...N , 
where xi � X and yi � Y . 
The task can therefore also be written in the form : 
 
(3)         T = {Y, P (Y |X)}                           
 

 Due the the fact that f (xi ) can be written p(yi |xi ). Which 
means the prediction function is based on the marginal 
distribution of labels based on the feature space. Thus, for 
different tasks, either the label spaces are different (Ya # Yb) 
or the conditional probability distributions are different (P (Ya 
|Xa ) # P (Yb |Xb )). The task presented in this article is 
based on visual emotion recognition while the original task 
presented for VGG16 involved different images of different 
objects. So the difference between them lies in the labels. 
 From a technical point of view, transfer learning is 
applied by keeping the initial and intermediate layers and 
we only retrain the last layers. This technique is also known 
as sleep mode technique where we put the first previous 
layers into sleep mode and only use and modify the last 
layers, in this way we only approve an exact number of 
layers on which to work. In this case, it is recommended to 
only edit the last six layers. And the modification could be 
changing the kernel size inside each layer, as well as 
adding a dropout layer to avoid the overfitting problem. 

Dropout 
Deep learning neural networks are susceptible to rapid 

overfitting when using a transfer learning method to learn 
new models based on previously learned features. Different 
methods are known to reduce overfitting, most require more 
calculations and the creation of new models. An existing 
model can be used by randomly removing nodes from 
arbitrary layers during the training phase. This technique 
called dropout, which is a regularization technique that aims 
to minimize the complexity of neural network architecture 
without losing basic information, by forcing nodes in a layer 
to probabilistically take on more responsibilities to properly 
maintain the best functionality learned. Since the chosen 
architecture is already trained, only the weighted layers can 
be adjusted to the new classes. So that the dropout [8] 
cannot be placed arbitrarily, especially the neural network 
could not respond if placed between the main core of the 
architecture. So it is prudent to place it before the decision-
making layers, which are the fully connected layers. In this 
case, we place the dropout layer between the dense layers. 
The value of the first dropout is 0.3, which means removing 
30% of the nodes, and the value of the second dropout is 
0.5, which means removing 50% of the nodes. 
 
 RAVDESS database 
The Ryerson Audiovisual Database of Emotional Speech 
and Songs (RAVDESS) [6] is dedicated to emotion 
recognition studies for audio and visual data. Where it has 
three different types of modalities Audio-only, Audio-Video 
and Video-only. All modalities are available in two different 
forms: Speech and Song. Performed by 12 female and 12 
male actors with a neutral North American accent vocalizing 
two lexically matched statements. This dataset contains 
7,356 files of different numbers of emotions. Speech 
includes calm, happy, sad, angry, fearful, surprise, and 
disgust expressions, and song contains calm, happy, sad, 
angry, and fearful emotions, including neutral emotions for 
speech and song. Two levels of emotional intensity (normal, 
strong) are produced in each expression. The modality form 
that interests us is video only and belongs to the Speech 
form. The video form is treated as frames rather than a 
video by transforming each video into a number of frames. 
All extracted images are grouped into different folders by 
each class. We only use six classes belonging to speech, 
including neutral, calm, happy, sad, angry and fearful. 
 
Results and discussion 
 The results are displayed as an accuracy curve, where 
the curves are colored with different colors: green, red, 
blue, and orange to indicate loss, validation loss, accuracy, 
and validation accuracy, respectively, as shown in figure 2. 
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Fig.2. Accuracy results 
 
The model is trained for 20 epochs, where the achieved 
train accuracy was 94.88%, validation accuracy was 
78.12%, train loss was 0.1523, and validation loss was 
0.8108, as shown in the table I. 
 
Table 1. The achieved accuracy result 

Epoch 
number 

loss accuracy Validation 
loss 

Validation 
accuracy

20 0.1523 0.9488 0.8108 0.7812 
 
 Contrary to our presumption, despite the good accuracy 
results, the neural network model still somehow shows an 
overfitting problem, where the validation loss is greater than 
the training loss, as shown in the curve form in figure 2. 
This problem concerns the high number of data used even 
if we know that the use of vgg16 is only successful for a 
smaller number of data, as well as the complexity of the 
model where the latter is based on sixteen layers in total. 
 
Conclusion 
 Visual emotion recognition has been widely studied and 
greatly advanced by addressing the creation of different 
techniques to solve several still unsolved problems. 
Different techniques show to improve the recognition ability 
of neural network and better emotion classification, where 
transfer learning technique was adopted in this work to 
leverage the knowledge from previous successful neural 
network and focuses on the improvement in the level of 
precision. The deep neural network adopted is VGG16, 
based on sixteen two-dimensional convolutional layers 
which showed greater success for a small number of data. 
In our case, we tried to use the total number of data 
transformed from video to image to facilitate feature 
extraction and speed up the training process. The accuracy 
result obtained is 78.12%, which is considered good 
accuracy after using a large number of data. 
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